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VR-TECHNOLOGY AS A MODERN ARCHITECTURE TOOL

Abstract. Visualization tools like CAD help architects to develop their projects, but they 're not always
successful in doing that. For one, the tools are too complex and the digital drawings and models produced
are still 2D screen bounded, which makes it difficult — for collaborators and clients as well as the architects
— to get a real, accurate sense of how design will look like, function, and take up space in the reality.
According to the current way how CAD works for both visualization and prototyping — it has tremendous
limitations. Every architect using CAD face problem of limitations resulting in misunderstanding between
person who look at the visualization and own architects spatial view. 3D simulation on the 2D screen
causes difficulties in experiencing scale, contextual elements and depth. However it is not proved that CAD
representation results in wrong perception, since each individual human spatial perception has ability to
intuitively compensate scale and depth issues individually that may differ from architects one. Thus, VR
has the possibility to avoid pitfalls and provide natural and perception-friendly visualization. The epoch of
CAD is ending — Virtual reality (VR) will be next digital visualization standard [1; 2]. This article explore
the way and experience how architects will use the new methods of visualization using modern VR approach
and expanding from this — investigation of the VR relationship and possibility to integrate into the
architectural workflow. Article evaluates how differently CAD and VR affection results in the final space

design and proves the CADs insufficiency in spatial visualization.
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Introduction

There is no difference between a blueprint on the
flat paper or 3D model on a flat screen. Literally both are
bound to 2D space of paper or monitor. Those flat screens
were our unique means of interacting with the virtual
information depriving us of the spatiality, thing that is
vital not only for the quality of the experience but also
for organization of personal ideas and perception of the
surrounding world. Moreover, it is a fact, that details are
the most important containers of information, none of the
flat screens can provide us with such spatial cues as
proximity, territoriality and privacy.

What is the solution? — Virtual Reality can become
one, a new possible drawing medium. Just like the ink
whenever one draw the blueprint. It will not make one a
better designer or architect but it will give a new tool to
become better. It will give the ability to draw in VR in
real time without leaving VR space and breaking
immersion, it will bring designers and architects closer to
having the medium be at the same speed as the one’s
imagination.

Floor plans, 3D renderings, and models are often
used to convey an idea for a particular space within a
design, but even these approaches — a staple of
architectural design — can fail to effectively communicate
ideas with clients.

This is where VR will come into its own. As an
immersive technology, it will transport users into a fully
interactive 3D environment, giving them the opportunity
to explore a virtual representation of a particular room,
floor, or building design as a whole.

Main material

There are three main requirements for VR software
development:

— Productivity. As mentioned above, there are
three main requirements for a VR development system,
one of which is performance. High frame rate (100 Hz)
and low latency are required to effectively "immerse" in
a virtual reality environment. Poor performance is not
just an inconvenience for the end user; this can cause
unpleasant side effects, including disorientation and
motion sickness. Therefore, the VR system must be able
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to use all available system resources, such as the
processor and special graphics equipment. The system
itself should have as few "overloads" as possible,
allowing the equipment to operate at maximum
efficiency.

— Flexibility. The development environment must
be able to adapt to many hardware and software
configurations. If the environment cannot adapt to the
new configurations, applications will be limited in
capabilities. The development environment must be
embedded because the developer does not have to rewrite
the application for each new configuration. In addition,
the architecture of the system itself should not limit the
use of applications that can be developed with it.

— Easy to use. The development system should be
easy to set up, learn and use. The application
programming interfaces (APIs) and / or languages used
to create applications must be clearly planned and hide as
much of the complex internal system of the application
as possible.

The ideal development environment must meet
each of the above requirements. In fact, they often
conflict. The easy-to-use interface of the system can limit
the developer's parameters, sacrificing flexibility. A very
flexible system can be difficult to optimize for
performance due to the number of options presented to
the developer.

There is potential for VR in modern architecture
and/or designer workflow. Designers and Architects
workflow to produce final blueprint or preview is
handled in the digital way. For the start, let’s define what
goes into architecting and designing, including current
visualization toolsets and figure out the different reality
providers like VR and CAD. Architects and designers
«sell» their work in form of the creation and
enhancement of the real world, real environments, real
buildings. Since that, basically, they have to think in 3D
and then turns that vision into a 2D visualization which
is then translated again into a real, 3D space. So, new
digital way is not so different from old method when each
blueprint or visualization preview was made on the
paper, other words — simulation of the spatiality on a flat
screen is a method that falls back to the perspectival 2D-
drawings. These old-fashioned methods have become
common within the patterns of architectural design.
Moreover, such technology has been of the greatest
drivers of innovations in sphere, forcing architects and
designers to switch to CAD or other digital-based
development tools. Visualization tools like CAD help
architects and designers to develop their projects and
ideas; but they’re not always successful in doing that. For
one, the tools are too complex; and the digital drawings
and models produced are still bound to a 2D screen,
which makes it difficult — for collaborators and clients as
well as the designers themselves — to get a real, accurate
sense of how a design will look like, function, and take

up space in the real environment. CAD has certainly
technologically enabled designers and architects to
manage their projects but the reality is that designers are
still viewing blueprints on computer screens as well as
paper. They are using pictures and plans just for now, and
it is difficult to conceive, revise and execute a project
based upon static renderings. Therefore, firstly launched
in 1963[3] and more than fifty years later CAD remain
most preferred tool for 3D visualization in architecture or
design. But the epoch of CAD is about to be over Virtual
reality (VR) tends to become next standard for digital
visualization. The following article explore the way and
experience how architects will use the new methods of
visualization using modern VR approach and expanding
from this — investigation of the VR relationship and
possibility to integrate into the architectural or design
workflow. Evaluate how differently CAD and VR
affection results in the final space design and prove the
CAD:s insufficiency in spatial visualization.

Arguing that current way how CAD works for both
visualization and prototyping/ blueprinting have
tremendous limitations. Every architect or designer using
CAD face the same problem in these limitations which
result in misunderstanding between person who look at
the visualization for the first time and own architects or
designers spatial view. 3D simulation on the 2D screen
causes difficulties in experiencing real scale, contextual
elements and depth. It is not yet proved claim that CAD
representation can result in wrong perception, since each
individual human spatial perception has ability to
intuitively compensate issues of scale and depth in own,
individual way that may differ from architects one. [4]
Thus, VR has the possibility to avoid such pitfalls and
provide more natural and perception-friendly visualization.

There are three statements proving that VR
architecting and design is more efficient that old
fashioned methods.

— Statement #1: No matter how experienced is
designer but in 3D visualization through 2D screen they
will constantly issue scale misjudges of the objects and
their spatial relationship to each other. Therefore, it
would be easier to keep track on scale and depth in virtual
reality that in CAD.

— Statement #2: CAD derived designer would
produce greater packing density of features without
straight relationship to the avatar that can result in great
open spaces. VR designer will create more rational
positioning of features in relation to the avatar.

— Statement #3: VR realistic rendering is more
desirable than greater amount of abstract forms in CAD [6].

The only one way to prove those statements was to
handle real experiment. So long 10 profound CAD
designers took part in the experiment consisting of two
stages. First stage was performed using CAD tool.
Subjects of the experiment were able to view and
manipulate the models and space in simulated 3D within
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a perspective view. Subject had full control over their
camera angles. Thus the subject had ability to replicate
2D viewport or approximate human eye perspectives by
manipulating the camera. Task for the first stage was to
make final exterior design using given space, objects and
textures during 20 minutes. The second part of the
experiment was performed in virtual reality. Subject
viewed the space they’ve just designed with the
perspective simulates at a standing human vision. Their
viewport was binded to the movement of their head,
movement was binded to the gamepad controller
allowing subject to move in VR environment.

The task for second stage was to observe result in
VR and share comments about their expectations of what
they’ve done during stage one and result they’ve
experienced during stage two, observing the actual look
of the designed space.

The collected data allowed to make separate
provements of the statements above.

Statement #1 is completely about personal
perception of the real scale in VT and whether or not
people would consider it easier to perceive scale in 2D
viewport or in VR. Most of subjects responded with
surprise during second stage concerning their faulty
sense of scale and depth (see Figure 1). Two out of eight
subjects confirmed that scale in was just like they
planned it should be during design process. Comparing
to post CAD interview none of the subjects were aware
about the scale they were designing in. Nine out of ten
subjects confirmed that manipulating with objects in VR
would be initially more intuitive considering the relation
between objects or between object and avatar. Therefore,
both the speed and consideration are more efficient in the
self-centered perspective of VR in comparison to the
perspective in CAD through flat screen. The final
conclusion was that experiment proves statement #1:
intuitive perception of scale and other spatial perceptions
are better in VR than in CAD.

Figure 1 — Dynamic scale representation according to distance

Statement #2 concern that the VR approach spacing
of elements (see Figure 2) in relation to the avatar
comparing to perspective such as in CAD would promote
more cramming of elements [7]. The premise of this
statement had to do with the belief that having allocentric
spatial processing, or spatial processing relating object to
object, would lose the avatar element in relating to a
spatial order. In order to test this statement, we looked at
the way that subjects interpreted the layout of their

designs. In the post CAD interview, one out of ten subject
said if he was to take his design further, he would add
more elements to his design. During VR stage, we found
that ten out of ten subjects complain about emptiness and
redundant open space. Thus the VR perspective actually
completely proved our statement that VR with its
intimate relation to the human scale would actually
promote favorable choices for space managing.

Figure 2 — Spacing and mesurement tool

Statement #3 is about to see if there was a
preference for certain textures. This statement came from
the question of VR’s suitability for abstract, non
texturing modeling. This formal massing design
preference currently exists in CAD where material and
texture is a finishing gloss on the overall form of the
element instead of an inherent property of the object[8].
Whether it is desirable to have a tool that has options for
textures versus non textures, with or without material
encoding is a debate in design that has only been enabled
by the design tools we use. If the modeling tool we used
biases our representation of our models in a certain
direction, there are consequences that manifest in our
design process and our consideration of form and
materiality. Final designs of each subject were taken and
the amount of rendered texture and no texture in these
designs have been analyzed. Including the sky, trees,
water, and sculptures as ‘rendered’ texture (see Figure 3)
and the white ground and walls as ‘no texture’. After we
showed designs to other designers and asked to define
«liked» and «disliked» designs. In comparing the amount
of rendered and no texture designs as well as liked and
disliked we hoped to find the provement. In average, for
designs, there is 61.9% rendered texture and 38.4% no
texture in the design. For disliked designs, there is 52%
rendered texture and 48% no texture. Just from the
designs, there is a slightly higher percentage of rendered
textures in liked designs, although the gap is but about
10% [5]. Aside from designs analysis, the design
commentary also provided some additional valuable
data. As mentioned earlier, we asked subjects about
feature density. And most of them messed with density
because of non-textured environment. Thus in
conclusion, we will say statement #3 is supported by
subjects and realistic rendering textures in VR are more
desirable for better design results.
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yesk lamp.

Figure 3 — Object settings tool with ability
to change texture preferences

Along with the development of the virtual reality
tool sand the experiments to understand its efficiency as
a design tool, we were able to get better understanding of
the VR environment as approach of critical creation. We
believe  the  demonstrated viability for an
architectural/designers VR tools as well as challenged
some of the design/architectural practices enabled by
CAD-like modeling[9]. The subjects demonstrated the
fallibility inherent in different virtual representations, be
it CAD or VR, and through examining their design
workflows and conclusions, we can better understand
how CAD and VR results in perceptions of scale, object
relationships, materiality, and spatiality. VR naturally
emphasize better intuitive understandings of scale and
object spatial relationships, but does so in an
experimental manner. CAD provides illusions of real
scale, density, and immersion. Both no texture and
realistic rendered textures can be deployed in VR, with a
slight preference for realistic rendered textures. Finally
architects and novices, when self-evaluating their
immersive 3D spatial imagination from a plan, perform
almost the same, with architects performing slightly
better. These conclusions demonstrate a space for VR as
a unique and worthwhile new approach for architectural
design. The experiment also allowed for some further
investigations and possibilities of future VR applications.
Different subjects weighed in with the various uses of
VR. One particularly interesting proposition was to
design from the perspective of those who are not
currently considered, such as views for children or for
wheelchair users that have different lines of sight. Some
found VR as a helpful tool. but not a replacement for
traditional CAD modeling and there were many different
opinions on its place and role in the design history. On
the broader scope, the next step for this project and this
research would be to evolve the VR review tool into the
VR editor tool. By taking the VR proof of concept and
develop it into a full VR editing environment[10], we
could make a more comprehensive comparison between
designs in CAD and designs in VR. The beginnings of
this research was interested in this possibility but the
difficulties in creating flexible VR metaphors to edit
space proved to be quite the challenge. One example of

such a difficulty was how objects could be moved and
manipulated far away from the body. The question of
whether the user would have to move with the object in
order to place it was one out of many object manipulating
concerns. The metaphors that enable modeling would
have to be reimagined for an immersive virtual reality
environment. Doing so would transform design and the
act of making and architectural modeling in virtual space.

It is obvious that VR models are useful marketing
tools. The customer being able to choose/correct
elements of building or interior and easily provide
perception unbounded data to the architect or designer for
further work in the same VR space. Another function is
ability to vote on designs with multiple proposals; as
simple as flipping the sofa or chair and you can
immediately see a visual difference. Each customer can
flip to as they wish and see if it fits from their own point
of view. With a modern VR technologies that allow one
to use VR on the mobile — customer will be to experience
a new interior not only for a few minutes but even a few
weeks and choose what they really enjoy.

The process of information model construction is a
revolutionary method in comparison with traditional
methods of design management and design development
in projects. This technology, despite the fact that over the
last period its usage in design, architecture and
construction has increased considerably, still there are
some barriers and limitations in its widespread usage
through complexity.

Virtual reality is a technology that over the past
years has gained significant improvement in its technical
support, which in turn has allowed the distribution of
virtual reality helmets at affordable prices and,
consequently, made them more widespread. The dive
capacity associated with the interactive virtual reality
software provides a brand new potential for the design
industry because of users’ ability to visualize in a scale
of 1: 1. This way, it allows better understanding of the
space or of the models before they are created in the real
world.

A game engine was used to develop a prototype of
an program for designers using virtual reality
technologies in which interested project parties can
interact and evaluate project design with virtual reality
and it does not require any kind of technical education
(user interface is intuitive) and where the result of work
in a virtual reality environment is automatically exported
from the virtual reality model to the BIM model.

It is worth nothing that the prototype software using
virtual reality technology is an executable file that can be
run without the need to install any additional software
that facilitates distribution. The use of the software can
be individual or group. Using collaboration with
stakeholders results in better results because the design
or other aspects can be discussed and resolved. Another
advantage of the prototype program is that the user
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interface is intuitive, so it does not require any prior
technical knowledge to use, which facilitates integration
with all project participants.

Conclusion

In conclusion, the ability to immerse people into
virtual worlds — specifically into digital simulations of
proposed buildings — will be a game changer for the AEC
industry. New realities — augmented, virtual, mixed —
offer a new, far superior level of real-world scale,
proportion and perspective over current tools. These
technologies will empower architects, engineers and
designers to become more innovative by freeing them
from the limitations of 3D models in 2D formats and
bringing their 3D dreams to life.

With advances in Building Information Modeling,
Virtual Reality and Augmented Reality technologies
have many potential applications in the Architecture,
Engineering, and Construction industry. However, the
AEC industry, relative to other industries, has been slow
in adopting AR/VR technologies, partly due to lack of
feasibility studies examining the actual cost of
implementation versus an increase in profit. The main
objectives of this paper are to understand the industry
trends in adopting AR/VR technologies and identifying
gaps within the industry. The identified gaps can lead to
opportunities for developing new tools and finding new
use cases. To achieve these goals, two rounds of a survey
at two different time periods (a year apart) were

conducted. Responses from 158 industry experts and
researchers were analyzed to assess the current state,
growth, and saving opportunities for AR/VR
technologies for the AEC industry. The findings
demonstrate that older generations are significantly more
confident about the future of AR/VR technologies and
they see more benefits in AR/VR utilization.
Furthermore, the research results indicate that
Residential and commercial sectors have adopted these
tools the most, compared to other sectors and institutional
and transportation sectors had the highest growth from
2017 to 2018. Industry experts anticipated a solid growth
in the use of AR/VR technologies in 5 to 10 years, with
the highest expectations towards healthcare. Ultimately,
the findings show a significant increase in AR/VR
utilization in the AEC industry from 2017 to 2018. [11]

Virtual Reality has been widely used in games,
education etc. But one can imagine its use in
construction. A flat representation (even if it is 3d model
on a flat screen) can sometimes be misinterpreted,
instead, 3D model in VR with animation on how to place
a detail or how stuff works can be clarifying. Adding the
advantage of a floating grid, digital warning signs, justin
time calculations and placing/testing variable things such
as paint, accommodations, layouts and other component
options can save the project both time of
architects/designers and money, so that more effort can
be spent on design, not just looking how to make things
cheaper.

References
1. Woksepp, S., Olofsson, T. (2008). Credibility and applicability of virtual reality models in design and construction. Adv.

Eng. Inform, 22, 520-528. doi: 10.1016/j.a€i.2008.06.007.

2. Goedert, J.D., Rokooei, S. (2016). Project-based construction education with simulations in a gaming environment. Int.
J. Constr. Educ. Res., 12, 208-223. doi: 10.1080/15578771.2015.1121936.
3. Narayan, K. Lalit. (2008). Computer Aided Design and Manufacturing. New Delhi: Prentice Hall of India, 3. ISBN 978-

8120333420.

4. Solnosky, R., Parfitt, M.K., Holland, R. (2015). Delivery methods for a multi-disciplinary architectural engineering
capstone design course. Arch. Eng. Des. Manag., 11, 305-324. doi: 10.1080/17452007.2014.925418.

5. Chi, H.-L., Kang, S.-C., Wang, X. (2013). Research trends and opportunities of augmented reality applications in
architecture, engineering, and construction. Autom. Constr., 33, 116-122. doi: 10.1016/j.autcon.2012.12.017.

6. Vecchiato, G., Jelic, A., Tieri, G., Maglione, A.G. (2015). De Matteis F and Babiloni F. Neurophysiological correlates
of embodiment and motivational factors during the perception of virtual architectural environments. Cognitive Processing, 16,

425-429.

7. Whyte, Jennifer. (2002). Virtual Reality and the Built Environment. Architectural Press, Woburn.
8. Laseau, Paul. (2000). Architectural Representation Handbook — Traditional and Digital Techniques for Graphic

Communication. Mcgraw-Hill Company, NY.

9. Engeli, M. (2001). Bits and Spaces: CAD for Physical, Virtual and Hybrid Architecture at ETH Zurich, Birkhauser Architectural.

10. Friston, S., Steed, A., Tilbury, S. and Gaydadjiev, G. (2016). Construction and Evaluation of an Ultra Low Latency
Frameless Renderer for VR. leee Transactions on Visualization and Computer Graphics, 22(4), 1377-1386.

11. Noghabaei, M., Heydarian, A., Balali, V., Han, K. (2020). Trend Analysis on Adoption of Virtual and Augmented Reality

in the Architecture, Engineering, and Construction Industry, 5, 26.

12. Banfi, F. and Oreni, D. (2020). Virtual Reality (VR), Augmented Reality (AR), and Historic Building Information
Modeling (HBIM) for Built Heritage Enhancement. Impact of Industry 4.0 on Architecture and Cultural Heritage, 111-136.
Available: 10.4018/978-1-7998-1234-0.ch005 [Accessed 29 May 2020].

13. Sherman, William R. and Craig, Alan B. (2018). Understanding Virtual Reality — Interface, Application, and Design 2nd

Edition. Morgan Kaufmann Publishers, USA, 6.

Received 05.04.2020

73


https://books.google.com/books?id=zXdivq93WIUC&printsec=frontcover

Inghopmayitini mexnono2ii npoexmy8amms

Iromopa Ceitsiana Bonogumupisua

JIOKTOp TEeXHIYHUX Hayk, mpodecop, 3aBemyBay kadeapu inpopmariiitaux Texuooriii, orcid.org/0000-0002-4270-7405
Kuiscokuil nayionanvruil yrieepcumem 6yoieHuymea i apximexmypu, Kuig

Beb6emko Bornan TapacoBuu

Crapumii imkeHep-mporpamict, orcid.org/0000-0001-6599-0808,

Softorino Ltd., CLIIA

Xopoabscbka Kapuna BikropiBHa

AcucreHt kadenpu imxeHepil nporpaMHoro 3adesnedeHHs Ta kidepoesnexwu, orcid.org/0000-0003-3270-4494
Kuiscvkuui nayionanvnuii mopaogenbHo-ekonomiunuil ynigepcumem, Kuis

VR-TEXHOJIOI'IS SIK CYYACHMI IHCTYMEHT APXITEKTYPH

Anomauin. 3acoou sizyanizayii, maxi sk CAD, donomaearoms apximexmopam i ouzaiinepam po3eusamu 61ACHi RPOEKMu
ma ioei. IIpome uacmo GuAGNAEMbCS, WO THCMPYMEHMU HAOMO CKAAOHI, a yudposi mamonku i mooeni 0oci nos sasani 3 2D-
expanom. 3aneocuicmov 6i0 2D-npocmopy yckaaouwe cnienpayio xiienmie ma ousauinepis. 2D-zanescnicmv ne 00380156
ompumamu peanvHe, MouHe PO3YMIHHA, AK Ouzain 6yde guensoamu, ynKyionyeamu i sKe 3aumamu micye 8 peanrbHOMy
cepedoguwi. Bpaxogyrouu ocoonueocmi pooomu CAD-cepedosuwy, nog'sazanux iz 3agdannamu gizyanizayii ma npomomunyeanHsi,
oUeBUOHUMU CTNAIOMb IX 0OMmedceni moxcnusocmi. Kowcen apximekmop uu ousatinep, suxopucmogyiouu CAD, cmukaemucs ¢ yumu
0OMEICEHUMU  MONCIUBOCIIAMU, WO NPU3BO0UMb 00 HePO3YMIHHS JIOOUHON, AKA nepwiull paz obauumsv 6izyanizayiro, i
npocmopogozo 6auenns apximexkmopa. 3D-npocmip, 306pasicenuii na 2D-expani, nopooicye npobremu y cnputinammi po3mipy,
KoHmexcmHuux enemenmis ma nubunu. Oonax gpaxm, wo CAD-sizyanizayis 3a6xcou 6ede 00 XubHoeo CRpUtiHAMmMs He 008e0eHO.
OckinbKu npocmopose CRpUtIHAMM KOJICHOT TI0OUHU Y C8ill CROCIO KOMNEHCY€ 8i0cymHuicmy ingopmayii npo posmip uu 2iubuHy,
Mo 80HO MOdice PIsHUMUCS 3 baueHnam apximekmopa. Hamomicmo VR mexnono2ii Mmodicyms 0onomozmu YHUKHYmMu 6UYeOnUCanHux
npobrem. Omoice, enoxa CAD 3axinuyemocs, a mexnonozii gipmyanvhoi peanvrocmi (VR) cmarome nacmynnum cmanoapmom
yugposoi sizyanizayii. ¥ cmammi 00cniodceno sk apximexmopu 8UKOPUCMOBYBAMUMYMb HOBL Memoou 8izyanizayii ma 00ceio
BUKOPUCTNAHHSL CYUacHo20 nioxody VR, a came docnioacenns moociusocmi inmeepysanns VR 6 apximexmyprnuii abo npoekmuuii
pobouuii npoyec. Oyineno nackinexu piznuil epexm maromo pesynvmamu CAD i VR ¢ ocmamounomy ousaiini npocmopy, 006e0eHo
neegpexmusnicmo CAD y npocmoposiii izyanizayii.
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VR-TEXHOJIOTUSA KAK COBPEMEHHBII HHCTPYMEHT APXUTEKTYPBI

Annomayusn. Cpeocmea suzyanuzayuu, nooodnsie CAD, noseonsiom apxumexmopam u Ou3auHepam pasgueans npoeKmyl
u uoeu. OOHAKO 4aACmO OKA3bIBACMICA, YIMO UHCIPYMEHMbL CIUUKOM CILOHCHDBL, A YUPPOBble PUCYHKU U MOOENU 00 CUX NOP CEA3AHbL
¢ 2D-okpanom, umo 3ampyonsem compyOHUKAM U KIUEHMAM, d MAKHCe CaMUuM OU3aiHepam NOIY4Umb peanbHoe U MoyHoe
nOHUMaHUue mo2o, Kaxk ousaiin 6yoem eviensgdemv, pabomams U KAKoe 3aHuMams mecmo 6 peanvHou cpede. C yuemom
ocobennocmeti pabomul cpedvi CAD, c6A3aHHbIX ¢ 3A0AHUAMU BUYATUSAYUU U NPOMOMUNUPOBAHUS, OUEBUOHBIM CINAHOBUMBCS
02PAHUYEHHOCHb B03MOJICHOCHEl cpedbl. Kawcovlil apxumexmop unu ousavinep, ucnonvsylowuti CAD, cmankueaemcst ¢ smumu
02PAHUYEHUAMU, KOMOpble 6 C80I0 ouepedb 8eOym K HENOHUMAHUIO Yel08eKOM, KOMOpblll 8nepevie UOUm 6U3YATUZAYUIO
npocmpancmeenno2o eudenus apxumexkmopa. 3D-npocmpancmeo, usobpaxcennoe na 2D-skpame, nopoowcoaem npobOnembi
80CNPpUAMUA PA3MEPA, KOHMEKCMHBIX dNleMenmos u 2nyounsl. Oonaxo gakm mozo, ymo CAD-susyarusayus ecezoa eedem K
JOXHCHOMY 8ochpuamuio He 00kasau. ITOCKONIbKY NpOCMPAHCMEEHHOEe 80CHPUAMUE KAHCO020 OMOENbHO20 Yel068€eKd CHOCODHO
CBOUM 0OPA30M KOMUEHCUPOBAMb OMCYmcmeue uHpopmayuu o pasmepe uiu iyouHe, OHO MOXMCem PA3HUMbCA ¢ BUOEHbeM
apxumexmopa. B ceoto ouepedv VR-mexnonozuu noszeonsiom uzdedxicams guliueusnodicentsie npooiemot. CoomeemcmeenHo, snoxa
CAD 3axanuusaemcs. Bmecmo smoeo, eupmyanvnas peanvnocmos (VR) cmano8umcs ciedylowum cmanoapmom yuppogoi
suzyanuzayuyu. B cmamve noxazamo Kax apxumexmopvl OVOym UCHONb308AMb HOBble MemOoObl BUVATUZAYUU U ONbIM
UCNONL308AHUS COBPEMEHHO20 N00X00d VR, a UMEHHO UCCle006aHe 03MOHNCHOCHIU UHmMepUuposanus VR 6 apxumexmypHulil uiu
npoexmuwlil pabouuti npoyecc. Oyeneno HackoabKo pasusiil dggexm umerom pesynomamot CAD u VR ¢ oxonuamenvhom ousaiine
npocmpancmesa, noomeepaicoena nedgppexmusnocmo CAD 6 npocmpancmeennoii suzyanusayuu.

Knruesvie cnosa: CAD; VR-mexnonozus; eupmyanbHas peanbHOCmb; OU3AIIH; GPXUMEKmypa
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