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DEVELOPMENT OF A TREND FORECASTING MODEL
FOR ENVIRONMENTAL POLLUTION MONITORING

Abstract. A complex model for forecasting time series of environmental pollution indicators is described,
considering the aggregation of various forecasting models, which are formed based on predictive statistical
analysis of pollution indicators and have an adaptive nature. The model differs from known models by
providing the possibility of adapting the model parameters to changes in the state of the environment, which
is especially important in the conditions of using such models in monitoring systems. The complex
forecasting model includes higher-order exponential smoothing, Holt, Winters, moving average, weighted
moving average, and autoregression models. All the parameters set in these models are related to the Hurst
index, which is calculated based on predictive fractal statistical analysis of the time series. Relevant
descriptions and justifications are given. Using such a model as part of the econometric system will help
predict and respond more effectively to possible changes in the values of pollution parameters. In
particular, the persistence of the time series of pollution parameters can mean a stable trend of increasing
or decreasing pollution. Suppose the time series becomes close to random or ergodic. In that case, this may
mean an emergency or additional erratic emissions in the region that must be monitored. The described
model is a forecasting model that is part of the system for monitoring environmental pollution parameters.
In the future, a model for forecasting the pollution level in different regions of the People's Republic of

China will be implemented.
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Introduction

Ensuring a balanced solution to the problems of
preserving a favorable environment, applying new
approaches to environmental protection and respecting
the economic interests of both enterprises and the entire
population requires a purposeful scientific approach.
Recently, a close relationship between the development
of the economy and changes in the environment has been
observed; the mutual influence of both the state of
ecology on economic development and the results of
economic activity on the state of the natural environment
is increasing.

In conditions of constant deterioration of the
ecological situation, the scientific basis for managing
anthropogenic influence and multifactorial analysis of
the formation of the pollution level in combination with
the operational forecast of the pollution level is the only
effective way to solve the problem.

Environmental pollution includes the study of air
pollution, groundwater and surface water pollution, soil
pollution, and the impact on the biosphere. Each type of

pollution requires research models, methods, and
forecasting.
The importance of environmental protection

research is also confirmed by the governments of all the
world's leading countries, which spend an average of

0.8% of their national budgets (more than $600 billion)
on environmental protection measures [1]. Among these
expenses, R&D is in 3rd place.

Three basic approaches to forecasting the state of
environmental pollution can be distinguished. Works
[2 — 5] use an approach based on pattern recognition
using neural networks. The possibility of applying
methods based on regression analysis is shown in works
[6 — 9]. The authors in [10; 11] use time series analysis
methods, particularly trend forecasting. Peculiarities of
environmental pollution assessment are also described in
works [12; 13].

Problem statement

We will carry out a mathematical formalization of
the problem considered in this dissertation. Let be a given
discrete set

T={t,t,,....,t,}, then

Q=(a(t).a(t:),--a(ty)),

where Q is a time series of the level of environmental
pollution, reflecting the quantitative indicators of
pollution parameters, which are fixed at moments of time
t,.t,,...,t, as a finite sequence of measurements, the
initial moment of time is delayed by t, , the current

moment of time will be denoted by t,, t,t,eT, neN.
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Let's assume that the level of environmental pollution is
determined at fixed points in time, such as a day, a week,
a month, a year, etc. You can use the appropriate sensors
for this. The measurement results are real numbers,

a(t,)eRr, r=1n.

The forecasting method is a sequence of forecasting
operations and actions, the execution of which ensures
the construction of a forecasting model, taking into
account the constructed estimates of the accuracy of the
forecast values. The most common methods of
forecasting include extrapolation, interpolation, the
method of expert assessments, mathematical modeling,
etc. The forecaster's task is to choose a method that fully
meets the goal of forecasting and provides the required
accuracy.

By the forecasting system, we will understand the
system of methods that function by the forecasting
principles; that is, they satisfy the following
requirements: systematicity and interconnectedness of
forecasts, continuity, adequacy of forecasts of the object
of research, efficiency, variability, etc.

The analysis of time series involves the
implementation of two main stages, in which the goal of
the analysis is laid. The first stage is studying the
structure of time series or predictive analysis. This stage
involves pre-processing the data and identifying unique
characteristics directly used to build an adequate
forecasting model. The second stage is constructing and
assessing the time series forecasting model.

A comprehensive model
for forecasting time series
of environmental pollution parameters

Fractal time series analysis is a universal tool that
can be used for predictive analysis and integrated into the
environmental monitoring system [14; 15].

Having calculated the Hurst index H(Q") of the

time series of environmental pollution parameters
Q=(q(t,).qa(t,).....a(t,)), it is possible to determine

the presence of memory in the time series, that is, the
presence of long-term dependence and the presence of
cyclic components. The latter can be identified based on
the analysis of V statistics. The growth of this statistic
with an increase in the number of observations indicates
the trend stability of the time series or persistence, and
stabilization or decrease indicates the strengthening of
the influence of random factors. A sharp change in the
trend from rising to falling may indicate the
transformation of the series into white noise, which may
be characteristic of an emergency in changing the level
of environmental pollution.

Let's consider a complex model for forecasting time
series of environmental pollution parameters,
considering the aggregation of various forecasting

models formed based on predictive statistical analysis of
pollution indicators. A vital feature of the model is that it
combines other well-known forecasting models and
allows parameters to be adjusted to match the results of
predictive series analysis based on fractal analysis.

The task is based on a time series

Q=(q(tl),q(t2),...,q(tn))

to make the most accurate forecast, that is, to establish
the behavior of the time series of pollution parameters a
certain number of points ahead, that is, to find estimates
of values

q(tml)'q(tmz)"”’q(tn+k)’
where  q(t,,;) s
Q=(a(t,).a(t,).....a(t,)) on i=Lk point forward.

To find a solution to the problem, it is necessary to find a
functional dependence that would approximate the
required forecast value based on the known values of the
time series. That is,

Q(tnu) =CD(q(tc),q(tcH),...,q(tn

)
A(t.2) = ®(a(ter)a(ten)sa(t).d (k)

time series forecast

c<n,

q (tn+k ) =
:q)(q(twk—l)’q(tHk)""’q(tn)’q(tn+1)9"'7Q(tn+k—l))'
To evaluate the quality of the forecast, you can use
the average absolute error, average relative error,
standard deviation, etc.
Let there be a set of models @,,D,,...,®,, that,

based on the time series, allow you to make the most
accurate forecast, that is, find the value:

a;(t,.,) =, (oc{',océ ...aﬂn,q(tc),q(tm),...,q(tn)) ,
c<n,
Qj(tm):
= (Dj(a’ijl’a’JZ "'a’:-n’q(tcﬂ)’q(tc+2)9"'9q(tn)361(tn+1)) '

qj’ (tn+k) =0, ((’*i’o‘é "'(X‘I!nﬂq(tc+k—1)7q(tc+k)""
"’q(tn)'q(tnﬂ)"“'Q(thrk—l))’ J =1,_M,
where §;(t,,;) is point-ahead forecast of the time series

Q, i=l
parameters of the forecasting model j, d =1,m, m is the

number of parameters of the forecasting model j.
Let the model @, be an ordinary exponential model

based on the model j=1L,M , o) are

of order p>0. The exponential order model p>0 is
determined by the formula:

X = o xPH oy (1-a) X
where xI” =q(t,), x,,x?,... is initial conditions of

n

exponential averages of the corresponding order [9],
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6, (t,..) =%, o e[0,1]. That is, this model will be

a(ty)).
Let the model @, be represented by Holt's

exponential smoothing model, which is used to model
time series with a pronounced trend component [9]:

A, (th) =X, + Y,
Xy = 0,0 (t, )+ (1—0y ) (Xyy +Yos),
Yo =0, (X, =X, )+ (1—a,) Y, .,
where 4, (t,,,) is a forecast calculated one point ahead

defined as @, (o..q(t,),q(t,),---

according to the Holt model of the time series Q,
a,,0, €[0,1] , accordingly, the model has the form

D, (al,az,q(tl),q(tz),...,q(tn)).
The Winters model @, is used for processes with

an additive trend component and multiplicative
seasonality. In this model, the value of the time series
without a seasonal component, the trend and the seasonal
component are smoothed separately [9]:

Q3 (tn+1) = (Xn tY, )Sn—P+l )
alt.)

X =a
's

n

1_a1)(xn—l + yn—l) ’

n-pP

Y, =0, (Xn - Xn—1)+ (1_ a, )yn—lv

t
S, =a3¥+(1—a3)s

n

where a,,a,,a, €[0,1] is smoothing parameters, P is

n-P

period of the seasonal cycle, s, is assessment of the
seasonal component of the model. We denote this model
by @, (alaazo("yq(tl)’q(tz)"“’q(tn ))

The autoregressive model @, is determined by the
formula:

q (tn+1) = YO + qu (tn—l) + Yzq (tn—Z )+ et 'ch (tn—c ) '
the parameters are not determined in advance and are
calculated based on the condition of minimizing the sum
of root mean square errors. The number of points for

applying the autoregressive model depends on the long-
term memory, so we can write the model as:

@, (A(tyc1)-q(trez) - (1))

The moving average model is defined by a
parameter that determines the number of points used to
calculate the predicted value. The larger the memory in
the time series, the larger this parameter should be. That

is, the model <D5(q(tnfﬁl),q(tnfﬁz),...,q(tn)) is
defined as:

c—1
a(t)=22a(t ) o
J:

A weighted moving average with a set of

normalized  weights

{0, 0,,...,0.},

ZC:(DJ. =1,
j=1
determined by the formula:
N 14
q (tn+1) = Ez(’ohlq (tnfj )1 c> 0 .
j=0

We will denote this model by
@ (q(tyce1)>q(tycsr )s--»a(t, ). This list of models

can be increased. However, the initial parameters must be
chosen, considering the predictive analysis results. This
will allow for a more minor forecasting error of the time
series and a more accurate forecast of the time series of
environmental pollution parameters. This is very
important for building an effective environmental
monitoring system.

We will build a general forecasting model that will
consider all the described models and the results of the
predictive fractal analysis of the time series. The model
differs from known models by providing the possibility
of adapting the model parameters to environmental
changes. Each of the described models generates an error
when applied. The minimum prediction error determines
the accuracy of the model. Let on the section of the time

series Q° =(q(t,).q(t,.,).....q(t,)) the accuracy of
forecasting models was observed, then the error can be
calculated for each of the models G! (Q°,Q):

2 —_—

61 €0 =y Sa(t)-a b)) -,

iz

G‘n(Q°,Q) is the prediction error of the point q(t,),
which is made on the basis of the model @, .

For each model, we will calculate the model
selection criterion for forecasting according to the
formula:

Gn =1G} (Q°,Q)+(1-1)Gn, ne[0,1],
where Gin is the exponentially smoothed forecast error
of the point q(t, ), which is made on the basis of the
model @, .

If the error argument is the model from which it was
calculated, ie Gn = Go (®,) . Then the model for which
the condition of the minimum forecasting error is
fulfilled is selected for forecasting:

D = argmiin(GL ) .

We will use for the selected list of models their
relationship with the results of predictive analysis. That
is, with the calculated value H(Q"). For the first model,
since the smoothing parameter o indicates the weight of

the influence of the previous values of the series on the
result. Moreover, if the value o is close to one, then the
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forecast according to this model will resemble a naive
one. On the other hand, the forecast may be naive if the
series being forecast is highly persistent. That is, it is
possible to derive a rational formula for determining
the smoothing parameter o in the model

<I>1(a,q(tl),q(tz),...,q(tn)):
H(Q”),H(Q”)ZO.S
05H(Q")<05

In the second model @, (()Ll,(xz,q(tl),q(tz),...,q(tn ))
the first smoothing parameter «, determines the trend,

and the second o, — random component. Accordingly,
these parameters can be determined by the formula:

H(Q“),H(Q”)zo.s
0.5,H(Q")<0.5

1 =

max{1,0.5+10|H;—H(Q”)

0.5,H(Q")>Hy or H(Q") <05

},0.53H(Q")3H;

In the third model @, (a,,0,,0,(t,)(t,).--.a(t, ),
the first smoothing parameter o, determines the trend,

and the second o, random component, the third a,

seasonality. If the trend change points of the V statistics
curve correspond to the seasonality of P, then these
parameters can be determined by the formula:

H(Q").H(Q")=05
0.5H(Q")<05

A, 0, =

},o.SSH(Q")SHg

>HT orH(Q )<O.5

max 105+10|HT—H Q")
05,H(Q
In

OdEIS q)t(q(tn—c+1)’q(tn—c+2)""?q(tn )) !

=4,6, the value of parameter ¢ is determined by the

presence of long-term memory in the time series. It can
be determined by visual inspection of the V statistics
curve. If the point that corresponds to a sharp change in
the trend of this curve of growth and decline is equal to
the value P, Pe N, then c=P:

CDt(q(tnfm),q(tnfmz),...,q(tn)), t=4,6.

This model's peculiarity is that, in addition to
considering the results of predictive fractal analysis, it is
adaptive. That is, it can adapt model parameters to
environmental changes, which is especially important
when using such models in monitoring systems.

Conclusions

1. A comprehensive model for forecasting time
series of environmental pollution indicators is described,
considering the aggregation of various forecasting
models, which are formed based on predictive statistical
analysis of pollution indicators and have an adaptive
nature. The model differs from known models by
providing the possibility of adapting the model
parameters to changes in the state of the environment,
which is especially important in the conditions of using
such models in monitoring systems.

2. The complex forecasting model includes higher-
order exponential smoothing models, Holt, Winters,
moving average, weighted moving average, and
autoregressive models. All the parameters set in these
models are related to the Hurst index, which is calculated
based on predictive fractal statistical analysis of the time
series. Relevant descriptions and justifications are given.

It is indicated that using such a model as part of the
econometric system will help to predict and respond
more effectively to possible changes in the values of
pollution parameters. In particular, the persistence of the
time series of pollution parameters can mean a stable
trend of increasing or decreasing pollution. Suppose the
time series becomes close to random or ergodic. In that
case, this may mean an emergency or additional erratic
emissions in the region that must be monitored.
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Xe KOanbgpanr
Acmipant kadenpu iHpopMaliiHUX cucTeM Ta TexHoorii, https://orcid.org/0000-0002-6925-1540
Kuiscoruii nayionanvrutl ynieepcumem imeni Tapaca llesuenxa, Kuis

PO3POBKA TPEHJIOBOI ITPOTHO3HOI MOJIEJII IJIsI MOHITOPUHT'Y
3ABPYJHEHHS HABKOJIMIIIHBOI'O CEPEJIOBUIIIA

Anomauia. Onucano KOMNIEKCHY MOO0elb NPOSHO3V8AHHA UYACOBUX pAOIE NOKA3HUKIE 3a0pYOHEHHA HABKOMUUHBLO2O
cepedosuwya 3 Bpaxy8anHAM acpe2ayii pizHUX Mmooeneil NpocHO3Y8AHMs, WO QOPMYIOMbCs HA OCHOGI NepeonpoOSHO3HO20
CMAamucmu4Ho20 aHAi3y NOKA3ZHUKIE 3a0pYOHeHHs | Maromb adanmuenull xapakmep. Mooens 8i0pisHacmbces 610 8i0oMux mooenel
3a0e3neueHHIM MONCIUGIicmIo adanmayii napamempie Mooeii 00 3MiH Y CMAHI HAGKOIUWHbO20 Cepedosulyd, wo 0coOIU60
BANCTUBO 8 YMOBAX BUKOPUCMAHHS MAKUX MOOeell 8 cucmemax eKOMOoHimopurey. J{o cknady KoMniekcHoi Mooeni npoeHo3y8aHHs
BKIIOHUEHO MOOEi eKCNOHEHYIANbHO20 32]IA0NCYBAHHS 8UUI020 NOPAOKY, Modeli Xonvma, Binmepca, niunnoi cepednvol, 36anxicenoi
NIUHHOL cepedHboi, asmopezpecitinoi moodeni. Bci napamempu, ski 3a0aomvcs 8 yux Mooensax, nog A3aui 3 NOKA3sHUKom Xepcma,
AKULL PO3PAXOBYEMbC HA OCHOBI NepeonpoSHO3H020 (DPAKMATbHO20 CMAMUCTIUYHO20 AHANI3Y 4aco8o2o psady. Haeedeno
8IONOBGIOHI OnucanHs U 062pyHmMyeanHus. Brazano, wo UKOPpUCMAHHS MAKOI MOOeni 8 CKAAJL Cucmemu eKOMOHIMOPUHZEY
donomodce eghexkmugniuie nepedbauamu i peazy@amu HA MOJNCTUSL 3MIHU 3HAYeHb napamempie 3ab6pyonenus. 3okpema,
NepCUCmMeHmHICMb 4acogo2o psody RApamMempie 3a0pyOHeHHs MOJice O03HaA4amu cmabilbHy MeHOeHyilo 00 3pOCmants abo
CcnaoanHsa 3a6pyoHenHs. SAxwo oc yacosutl pso cmae OIU3bKUM 00 BUNAOKOB020 AOO epeOOUYHUM, MO Ye MOdce O3HAYAmu
Hao36uyaliHy cumyayito, abo s me, wo 6 pe2ioHi 3 AGUNUCS 000AMKOGI HeNOCMIUHT 6UKUOU, SIKI HeOOXIOHO MOoHImopumu. Onucano
MOOeNb NPOSHO3VBAHHS 3 YACMUHOIO CUCEMU MOHIMOPUHEY napamempie 3a0pYOHeHHA 308HiUHbLO2O cepedosuwya. Y
MAUOYMHbOMY NIAHYEMBCS 6RPOSAOUMU MOOEb Ol NPOSHO3YEAHHS PIGHS 3a0pYOHEeHHs 8 PiHuX pecionax Kumaiicbkol napoonol
pecnyoniKu.

Knrouoei cnosa: mooens npozno3yeanns; MOHImMOPUHZ NAPAMEmMpPIe 3a0pyOHEeHHA; REPEeOnPOZHOZHUI AHAI3; YRPAGIHHA
npoekmamu; iHghopmauinHuil mMenedcmenm; Kpumuuna inghpacmpykmypa; oiomonimopunz
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