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MODEL DEVELOPMENT OF THE SYSTEM
FOR AVOIDING ECHO CHAMBERS IN SOCIAL NETWORKS

Abstract. This article examines the problems that appear in the process of the development of social
networks. The focus of the study is on the echo chamber effect in various social networks. It turned out that
the echo chamber effect is the result of the work of a deep neural network, which analyzes the interests and
priorities of each social network user, checks other similar posts and priorities of other users, and then
forms a “circle” of like-minded people for each user. Thus, the main drawback of the standard content
generation algorithm is the selection of only publications and comments that support the user’s position.
The goal of the study is a software architecture to solve the echo chamber problem in highly loaded social
networks in real-time. The main idea was to cluster opinions on controversial topics and include user
opinions from different clusters in user content. Data on controversial topics is collected from news,
scholarly articles, publications, and comments with hashtags. The collected topics are clustered using the
K-means algorithm and the “elbow” method is used to find the optimal number of clusters. The result of
the clustering of opinions by topic is provided as input data for the generation of a news feed by a recurrent
neural network. The system uses Kafka as a message broker between microservices and AZURE blob
storage for storing publications and comments. Both solutions support high scalability.
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Introduction

First social networks which were created for
connecting individuals based on real-world relationship,
appeared only 2 decades ago, namely: Myspace (2003),
Facebook (2004), WhatsApp (2009), Telegram (2013).
Now social networks are evolving rapidly nowadays,
transcend geographical boundaries, are connecting
people all over the world, improving communication and
connection.

Current social media allows reach number of
features like [1]:

— Multimedia (photos, videos, livestreaming);

— Direct communication channel (video calls,
private messaging, group chats);

— Personalized recommendation algorithm (in
order to show only specific content for individual);

— Interactive features (quizzes, polls, gamification
elements and e-commerce integration).

It’s nice to see such a rapid development of social
medias, with can generate news feed with some concrete
objectives. Also platform can show sponsors ads or

prioritize paid posts. Order to generate a content for user,
actions like sharing, liking, disliking, saving and
commenting posts are tracked. A lot of different
information are stored about user. Deep neural network
[2; 3] analyses the interests and priorities of each user,
checks other similar publications and priorities of other
users of the social network, and then forms a “circle” of
like-minded people for each user.

This algorithm works because user attention are
concentrated to similar content he saw previously. That’s
how echo chamber appears also. This algorithm really
helps to capture attention of the users, which is one of the
basic business values of social networks, but if ads or
paid post is in priority then main objective of news feed
generation is to maximize amount of time that user
spends on current social network.

So with these improvement, new issues appeared:

— Problem with privacy issues (social medias
collect user big amounts data, which can be used to target
ads and even identity theft) [4];

— Problem with spam and propaganda (social
medias can be used for political manipulation) [5];
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— Harassment (anonymity and lack of
accountability can lead to bullying) [6].

— Problem with echo chambers (social media
create environments where users only see information
that confirms their existing beliefs, and this reinforces
polarization among people) [4].

— Problem with mental health (excessive use of
social media can cause anxiety, feeling of inadequacy
and depression) [7].

Major social networks have features like blocking
some users, or some harmful content such as propaganda,
spam, not true, but it won’t help to fight with echo
chambers. Therefore, solving the problem of echo
chambers is urgent.

Analysis of Recent Research
and Publications

Comparison of echo chambers effect in different
social network, like Facebook, Twitter, Reddit, was done
in [8] Authors of this article was compared 100 million
pieces of text that contained discussions about
controversial topics like gun control social help, abortion,
vaccination in result it has found that Facebook is more
influenced by echo chambers effect then Reddit.

Authors assumed of [9] suggested that the reason is
because users have higher degree of control of news feed
in Reddit platform [10]. That's why in the system under
development, we will provide possibility for user to
configure level of exposure for different opinion of
controversial topics.

In research [11] authors have found that in Twitter
users usually are seeing political opinion that supports
their own. And users who wants to share different
opinions over political spectrum will pay the price of
bipartisanship. Also, authors found that when topic is not
contentious, then echo chamber doesn’t appear. That’s
why in current article we will concentrate only on topics
that are contentious. When user would see post from
topic that he/she is interested in, but with different
opinion, he will be able to communicate with authors of
the post, and this will create a connection between the
clusters.

In [12] are checking problem of polarization in
Twitter. Authors of this article have found that edges
between communities is likely to be deleted. And edges
among communities forms in 3-4 times more often than
between communities. Because of this, authors concludes
that Twitter becomes more polarized. In current article
we will provide ways to restore those deleted nodes, from
another echo chambers.

There’s an interesting research [13] that concentrate
their attention of rumors propagation in echo chambers.
In research authors have found that top 10 percent of echo
chambers rumors contribute to propagation of 24 percent
of rumors in whole social media. Authors also have found

that 36 percent of retweets for these rumors are done by
members of same echo chamber in which rumor has
appeared.

Thus, the conducted analysis of recent research and
publications showed that echo chambers appear when the
number of connections between users of the same cluster
is huge, and connections between users of different
clusters are rare.

There are several main reasons why echo chambers
appear [14]:

1. Algorithm of content generation can prioritize
content that confirms existing beliefs and limits exposure
to different perspectives and this reinforce intolerance to
opposite belief.

2. Chats that can spread misinformation quite
quickly.

3. Private groups can support only one point view
for some topics.

4. Lack of habits for person to check quality of
content, and facts especially comments from bots and
deepfakes from bots.

This article will be focused on improvement of
algorithm of content generation.

Goal and Tasks of the Publication

Goal of the article is to provide effective software
architecture for solving echo chamber issue on high load
social networks in real time.

To achieve the goal, it is necessary:

1. Explore the features for working with echo
chambers.

2. To improve of news feed generation algorithm
by using machine learning and neural networks.

3. To develop of effective scalable architecture,
which allows will generated content for user with low
latency.

Presenting Main Material

Several features to deal with echo chambers

In this article below proposed several feature to deal
with echo chambers.

Detailed design and architecture of the System for
Avoiding Echo Chambers in Social Networks (SAECSN)
will be proposed for the first two that seems the most
important for us, and others would be dealt with in future
works.

First feature is to prefer diversified content over
relevance. Even if other viewpoints don’t have perfect
match with user preferences, we should prioritize such
responses. One way to implement this is to give such
posts bigger priority.

Second feature is to get popular topics with diverse
perspectives on topic that current user are interested in.
Way to implement this is to aggregate content from
diverse sources on this topic and present it to the users.
So he or she will have better view about some topic.
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Third feature to improve, is to promote healthy
discussions. Statistical data is not gathered, but it’s rare
in social media that under the post after discussion
somebody has changed his mind. Toxic speech should be
deprioritized, and thoughtful, respectful
should be prioritized. Comments like “Oh, now I see you
point”, “I agree with this part, but disagree with this”, or
“I understand your opinion, but deeply disagree with it”
should be prioritized.

Fourth feature is to provide context for each post
and conversation. Short summary also could be a way to
improve this.

Improvement of news feed generation algorithm by
using machine learning and neural networks

To build SAECSN like one above, it is need to
gather different type of data like: posts and comments

Table 3 — Comments

comments
comment_id bigint
post_id bigint
comments user_id bigint
likes bigint
created_on date
data_link str

Table 4 — Users comment history

user_comment_history

user_id bigint
comment_id bigint
comment_data_link str

Table 5 — User relationship

. i " ) relationship
that user liked previously; connection with other users following_id bigint
that include following, being followed; number of likes, followed_id bigint
repost, comments under another user profile; topics that created at date
are interesting for current user. avg_likes float
In database we should have tables 1 — 5. overall_likes bigint
avg_shares float
Table 1 — Users overall_shares bigint
users avg_comments float
user_id bigint overall_comments bigint
email str
created_on date Overall data above is good for feature engineering
country str for standard feed generation algorithm.
city str Recurrent neural network (RNN) is chosen for news

Table 2 — Posts

feed generation, as it’s useful for predicting sequence and
would be optimal to forecast user behavior (Fig. 1).

In order to be able to show posts for user from

different spectrum of view on some topic, additional data

should be gathered. Firstly, posts should be clusterized

by contentious topic and secondly, data in contentions
topic should be clusterized over different opinions on this

posts
post_id bigint
user_id bigint
hashtag str
data_link str
likes bigint
shares bigint

topic.
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Figure 1 — RNN calculation algorithm [15]
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First of all list of contentious topics in politics (gun
controls, Russia’s war against Ukraine, Roe and Wade
laws about abortion, Europe immigration topics), sport
(who is better Messi or Ronaldo, Djokovic, Federer or
Nadal), economics (market vs planned), ecology, fashion
trends should be chosen manually. After that texts for
these topics should be collected from forums, articles,
papers, posts, and comments with hashtags.

Secondly clusterization by different opinions on
every concrete subtopic are needed. For example, texts
about gun control should be gathered in two clusters one
for those who support this and others who are against it.

K-means algorithm [16] is used here for clusterize
data over spectrum of views on different topic. Elbow
method [17] for K-means algorithm is used here to
determine optimal number of clusters (opinions).

Result of K-means clusterization will be used as an
input for RNN for news feed generation. In this way will
makes sure that user will not receive news that are
identical with his current opinion over some topic. This
also will help to exposure current users to others, who
holds different opinions and possibility to have a
dialogue with them.

System architecture design

Fig. 2 architecture of SAECSN, that is developing
is presented.

Supposing system for avoiding echo chambers in
social networks will have hundreds of millions of users,
then it architecture should be highly scalable.

First part in gathering information would be to
receive it through message broker like Kafka [18], or

RabbitMQ [10]. That will allow not to have excessive
load on consequent services.

After it goes to feature microservice. If request is
create new post, system will store post metadata and post
itself in different locations. Metadata will be stored in
relations database PostgreSQL.

Relational database is chosen, as in future joins with
other tables is needed and non-relational databases don’t
allow to do joins effectively [19].

If in future problems with scalability appears,
sharding by user_id can be used in order to solve this
problem.

If problem with queries latency appear, database
indexes based on B-tree or Log-Structured Merge (LSM)
tree can be used, depending on which queries we have
more, read or write queries. B-trees are popular solutions
for read heavy queries and LSM-trees are popular
solutions for write heavy queries. Post data itself like
images, audio, or just text is stored in Azure blob storage.
This is a popular solution to store raw data and it’s highly
scalable [20].

From feature microservice post also will be passed
to topic clusterization neural network service to
clusterize posts by topics and to separate this by opposite
and different opinions. Feature vector will be created for
each post as an output from topic clusterization neural
network. Later in the flow it will be given as an input to
ranking neural network service.

Ranking neural network service will give priority to
all posts by the users, including posts that show different
from current user opinion and news feed generation
service will return them upon request.

user_1
Register Kafka message Feature
Createpost ™ proker microservices | |
Create comment
user_| Store user comments and posts
metadata information
Azure Blob Storage €

PostgreSQL

Posts and comment:
topic calculation

Calculate and update
ranking for topics i izati
News feed generation Ranking neural 9 P Topics clusterization T
service IR o machine leaming <
service
Figure 2 — Architecture of the SAECSN
Conclusion

1. The article provides an effective model for
dealing with the echo chamber effect in social media, by
improving the algorithm of news feed generation.

Main idea here was to have clusterization using
K-means algorithm over opinions in contentious topics
and including these results afterward during content
generation for user.
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2. Combination of recurrent neural network and K-
means machine learning algorithm to deal effectively
with problem of echo chambers in social networks is
proposed.

3. Algorithm of news feed content generation was
improved in such a way, that exposes user to wide range
of opinion over contentious topic, that he/she is interested
in. In this way user will be exposed also to users from
different echo chambers of social network, will be able

to communicate with such users, and connections
between users from different clusters will be formed.

4. In the future it’s planned to design several other
improvements for content generation algorithm. Several
directions in which it can be designed: adding context for
topic post, adding summarization of views over some
contentious topic, fact checking for data provided in post
or comment.
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PO3POBKA MOJIEJII CUCTEMU YHUKHEHHS E®EKTY «bYJbBAIIKN» B COHIAJIBHUX MEPEKAX

Anomauia. Y cmammi po3ensHymo MOJICIUBOCMI CYHACHUX COYIANbHUX Media ma npobaem, wo 3 AGNAI0msbCs 8 npoyeci
po3zeumxy coyianoHux mepedc. DoKyc O00CHIONCEHHSI CNPIMOBAHO HA ehekm «OYIbOauiKUy 8 PI3HUX COYIANbHUX MEPEdCax.
3’scoeano, wjo epekm «OynLOAWKUY € pe3yTbmamom pooomu eiubUHHOT HeUPOHHOI Mepedici, IKa aHani3ye inmepecu i npiopumem
KOJICHO20 KOPUCTY8aUa COYIANbHOT Mepedici, nepesipsc iHuil nodioni nyonikayii ma npiopumemu iHWUX KOPUCTLY8AYI8, NIC/IA Y020
Gopmye «konoy 00HOOYMYIG ONiA KOJHCHO20 Kopucmyséaud. Taxkum uUHOM 6 COYIANbHUX Mepexcax 3 AeNAlombCsa Kiacmepu
KOPUCY8auis, KL MAlomb 00HAKO8Y OYMKY wo0o cynepeunusoi memu. « Coyianvhi 6yivbaukuy 3 s61810mocs, KOU KilbKiCb
3'€Onany mige Kopucmysavamu 00HO20 Klacmepa 6eluyesHd, d 3 €OHAHHA MidC KOPUCTY8AYaMu pPISHUX Kiacmepie piOKICHI.
Omoice, 0OCHOBHUM HEOONIKOM CMAHOAPMHO20 ANOPUMMY 2eHepayii Konmenmy € 000ipka auuie nyonikayiti i KOMeHmapis, wo
niompumyome nouyilo Kopucmyeaya. Memoio Oocniodicenns € apximekmypa NnpocpamHozo 3abe3nedyeHHsi O GUPIUEHHS
npobnemu  «OYILOAUIKUY Y BUCOKOHABAHMANCEHUX COYIANbHUX Mepedxcax Y peanvHomy uaci. OcHo8Ha ides noaszanid 6
Kaacmepuzayii OyMoK y Cynepeuiusux memax i 6KIIOUEHHs Y 6MICI KOHMEHMY KOPUCMY8aya OYMOK KOPUCMY8AYi6 3 DIZHUX
Kaacmepis. /lani w000 cynepeunusux mem 30Uuparomvcsa 3 HOBUH, HAYKOBUX cmamell, nyonikayitl i KoMeHmapie i3 xew meaamu.
3ibpani memu kracmepuszyiomocs 3a 00nomo2oi0 areopummy K-cepeowix. /s 3Haxo0iceHts OnMUMAanbHol KITbKocmi Kiacmepie
BUKOPUCTNOBYEMBCS MemoO «aikmsay. Tlomim y pisHux Kiacmepax KOpucmysauis posmiuyiomvcs meKcmu 3 pisHumMu OyMKAMU
o000 nesHux mem. Pezynomamu kiacmepusayii OyMoK 3a memoi HA0armvcsa AK 6XiOHI Oawui 015 2eHepayii cmpiyKu HOBUH
PeKypeHmHolo HelipouHolo mepedicelo. Omoice, aneopumm 2enepayii KOHMeHmy 6ubpaHo K OCHOGHUL KOMNOHEHM 6UpiuileHHs
npoobremu BUHUKHEHHA «coyianbHoi 6yavbawkuy. llpu ybomy 3anponoHo8aHO YOOCKOHANUMU Al2OPUMM 2eHepayii CMpiuKy HOBUH
3a 00NOMO20I0 MAWIUHHO20 HABYAHHA | HelpoHHux mepeoic. Taxkodc 6 yill cmammi 3anponoHo8aHO epexmueHy apximexkmypy
cucmemu 01 2eHepayii cmpiyku Hosun. Y cucmemi suxopucmosyemocsa Kafka ax nocepednux nogioomaens misic Mikpocepsicamu
i Aoicyp 6106-cxosuwe 0ns 36epicanus nyonikayii i komenmapie. Oouosa piuieHHs OOGIPYHMOBAHI BUCOKOIO MACWUMADOBAHICIIO.
Pensyitina 6aza oanux PostgreSQOL suxopucmogyemuvcs 0Jist Memaoanux nyonikayii, KOMeHmapie, KOpUcmyeauie ma 36 s3Kie Mo
Kopucmyeayamu. Ilpu po3pobyi apximexmypu cucmemu nepeddayeHo GUHUKHEHHS NeGHUX NpoOiemM I OKpeclieHO WAXU ix
supiwenns. Hanpuknao, skwo 6 maubymubomy GUHUKHYMb NpOOAeMU 3 MACWMAbo8anicmio, mo Ons iX 6UPIUEHHS MOJICHA
suKopucmamu wapoune 3a user_id, AKwo 6yOymv GUHUKAMU NPoOLeMU, CHPUYUHEHI 3AMPUMKON 3aNUmis, mo MOICHA
sukopucmosyeamu inoexcu 6azu danux na ocnosi B-oepesa abo Log-Structured Merge-oepesa, zanesicho 6id mozo, uu 6yoe 6inviue
3anUmieé Ha YUMAHHA, YU HA 3aNUC.

Knrouosi cnosa: anzopumm K-cepeonix; couianvna oynvoawxa, Kafka, xracmepusauisn, macwmaéosanicme;
PostgreSQL ; pexypenmna neiiponna mepesica
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