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THE DEVELOPMENT OF THE SYSTEM CONCEPT
OF SCIENTOMETRIC DATABASES

Anomauyin. IIpoananizosano npunyunu pooomu HAsA6HUX HAYKOBO-MEeMpPUHUX 643 Oanux. 3anponoHosano
KOHYenyito agmomamu308aHoi iHpopmayitino-ananimudrol cucmemu 0Jisi MOHIMOPUHZY THpopmayiii ujo0o
nyonikayitl HayKosyie 3 YKpainu y MidCHaApOOHUX HAYKOB8O-MempuuHux bazax oanux. Onucano npobiemy
PO3NOOLIEHHS OMPUMAHUX CTNAMEU MIJIC ABMOPAMU MA HABEOEHO i piuenHs.

Kniouoei cnosa. naykoeo-mempuuni 6aszu oanux, ingpopmayiiino-ananimuuna cucmema, 1ameHmHo-
CeMARMUYHUT AHANI3; AHANI3AMOp OAHUX

Annomayusn. Ilpoananuzuposansvi npuHyunvl pabomvl CYWeCmeYIOuWux HAy4HO-Mempuyeckux 6a3z
Oanmuvix. Ilpednooicena KoHyenyus asmMoMamusupo8aHHOU UHDOPMAYUOHHO-AHATUMUYECKOU CUCHeMbl
01 MOHUMOPUH2A UHDOPMAYUUY OMHOCUMENLHO NYOAUKAYUL YUeHbIX U3 YKpauHbl 8 MenHcOyHApOOHbIX
HayuHo-Mempuueckux 6azax oamuvix. Onucana npobiema pacnpeoeieHust NOIYYEHHbIX CImamel Mexcoy
asmopamu u npuedeHo ee peuieHue.

Knrwuesnie cnosa. HAY4UHO-MempuuecKkue 0asvl OaHHBIX; uud)opmauuonno-anaﬂumuuecmm cucmema,
J1AMEeHmMHO-CEMAHMUYECKUL AHAIU3; anaauzamop OaHHBIX

Abstract. The article shows an advantage of developing aoraated system for monitoring scientific
publications of Ukraine in the international scidictmetric databases. The main problems of thigten

are distribution of articles by author and authavith the same surname, name and patronymic (SNP). |
is proposed to use data analyzer to solve thesbl@mus. Analyzer will get as an input a list of elds

from international scientometric databases accogdio the specified SNP, and will return adjustest li

of publications of authors without the same SNRehisemantic analysis is used in an automatic mode
to improve system performance and to reduce ugeracation with the analyzer. The whole information-
analytical system’s structure is tightly coupledit fat the same time each of its components executes
functions specific only to it relying on the outfiam other components. The developed system &\l h

to study the structure and evolution of the varibtemches of science in Ukraine.

Key words: sciencometric databases, information-analytical system; latent semantic analyss; data analyzer

Introduction Astrophysics, PubMed, Mathematics, Chemical
L L . . . Abstracts, Springer, Agris, GeoRef and others 8l.—
The citation of scientific articles in various

ientific studi b q | The need to create an automated information
smen(;m stu |esd| ecorr}es mor(;: anTh more p;_opu %gfstem that can monitor and store the informatian o
nowa ays regar egs of a sector. € qges 'on Bublications of scientists from Ukraine in inteioatl
accounting these articles and further processipgas

due to the di itv of scientifi blicati i scientometric databases arises because of the new
ue Jo the diversity of scientific publications aadarge requirements of the Ministry of Education in proingt

number  of aL_lthors. There_ are many suentometr{%e publication of scientific articles in nationahd
databases, which address this issue, the mostaropiul . . .
international journals [4 — 8].

them are Web of Science, Scopus, Web of Knowledge,
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Such automated information system will help to 2. There are authors with the same surname,
study the structure and evolution of different ared name, and patronymic (SNP). This makes the usage of
science in Ukraine. Results can be communicated V&NP as a unique identifier of the article impossibl
tables, graphs, geographic and topic maps. Frentier  The first problem is explained by the huge amount
emerging across different sciences can be discdveref scholarly documents in the Internet, only sdfent
and tracked. Different funding models can be sitedla articles in English there is more than 114 millighg,
and compared. School children can start to undsistal8]. The distribution of such huge amount of aeticl
the symbiotic relationships among different areds avhich are not only written in English, but also ten in

science [9 — 16]. other languages, by a human is very time consuming
It is proposed to develop the information systemgven impossible procedure.
which will have the structure shown on Fig. 1. The second problem is quite common, there many
authors in Ukraine who have the same SNP. Theisask
Information-analytical to define to which person with the same SNP each
system scholarly document belongs. This problem is even

exacerbated by the same research area of authtirs wi
the same SNP [19 — 21].

User interface

{%} Resear ch objective
Loading module E") Data analyzer :> Module of work It is proposed to use data analyzer to solve these
with database . . .
problems, such analyzer will get as an input a difst

J articles from international scientometric databases
according to the specified SNP, and will returruatid
list of publications of authors without the samePSNt
’ is proposed to make analyzer data to be automized,
which will perform analysis by software and by user
The whole process inside the analyzer will take@las
follows. Once a list of publications will be recei as
an input, analyzer will divide them by categoryngsi
latent semantic analysis and will pass them toutber
interface that will display the distributed publicas.
The user, in turn, using the classification of tapiwill
Fig. 1. The concept of the system of scientificlmattions select articles, the authorship of which belongsita,
) ] ] ] _and the analyzer will offer a similar article foaah of
The interaction with the system will be possibleyg selected publications. Detailed process ofatéon

using theUser interface Once the user has made &y yata analyzer with the user interface is shown o
request for publications by author's naniigtabase Fig. 2

work module checks for such publications in the
database. The system by the request of user ahdheit [‘_Qu]

{2

Internet
Web of Science, Scopus, Web of
Knowledge, Astrophysics,
PubMed, Mathematics,
Chemical Abstracts, Springer,
Agris, GeoRef and other.

Database

help of theDownload moduleeceives a list of articles
of this author from Internet namely from the
international scientometric databases. The listsgoe ;
further to theData analyzerwhich checks the received M
items to the author's name. The result is passekl toa
the Database work modulewhich, in turn, provides a
list of items for a specific author in th2atabase The oon )
Databaseusage allows keeping records of publication
of each scholar in a single local repository, while

User interface Data analyzer
User

list of articles
articles by categories H

author’s
article selection

assigning a unique identification number to théaut > request for
. related articles
Problem setting e
This work is complicated by the following related artces

problems:
1. The articles from international databases should

be distributed according the author. Doing it maiguzy

the user, not by the system, is too complex and tim Fig. 2. Interaction of data analyzer with the us&grface

consuming procedure due to the large set of puldita

144



Inghopmamuszayisn euwoi oceimu

Failure to make this process automatic, that means 5. Getting a two-dimensional matrix from the
running by a program, is caused by the inabilitthaiit  result of decomposition.
a user to identify what publications of what spiecif 6. Multiplication of two-dimensional matrices.
author are required under the same SNP. Also maybe 7. Spearman correlation on the product of
some inaccuracy in obtaining the results of congoari matrices.

of publications and their distribution in categsrieased 8. Results analysis.
on latent semantic analysis, because the reaction On the first step we should exclude from the set of
requires the user to correct such inaccuracies. documents that arrived as an input, stop symbadds, i

According to the description of the data analyzethe most frequently used words that do not have a
we can conclude that it will perform two mainspecial meaning. To stop characters in the Ukrainia

functions: language belong prepositions, suffixes, participles
1. Distribution of articles on a prescribed list ofinterjections, particles, etc. It is easy to fitnd tready-

categories. made list of stop characters in the public domaid a
2. Finding similar articles to the given one. basing on it to process documents.

It is proposed to implement all these functions  The next step is stemming process. Stemming is
basing on a latent-semantic analysis. Latent-samanthe process of finding basis of a word considetimg
analysis (LSA) is a method of information procegsim morphology of the original word. Ukrainian language
natural language, which allows analyzing théias a complex morphological variability of words,
relationship between the collection of documentd anwhich is a source of error when using stemming.aAs
terms, which are found in them. solution of this problem together with classical

The main task of LSA is to overcome thestemming algorithms can be used lemmatization
deficiencies of term-matching retrieval by treatithg algorithms that lead words to the initial contrécetse
unreliability of observer term-document associatiates forms. One possible use for the algorithm can be
as a statistical problem. This approach assumes the stemmer of Porter. The algorithm consists of sdvera
some underlying latent semantic structure in thta dasteps. At each step separated word creation saffik
that is partially obscured by the randomness ofdworthe rest is checked against the rules (for exantpke,
choice with respect to retrieval. LSA uses statidti basis of Ukrainian words should have at least one
techniques to estimate this latent structure, adid of vowel). If the resulting word satisfies the rulés,is
the obscuring “noise”. A description of terms andmoved to the next step [25].
documents based on the latent semantic structursei$ After stop symbols removing and stemming
for indexing and retrieval [21 — 24]. process it is needed to create a table, wheredihenos
will be documents received at the input and thesraw
will be words that occur in at least two documeBisch

The particular "latent semantic indexing” (LSI)cell will show how many times the words are
analysis uses singular-value decomposition. We gakeencountered in the document. The created tablebwill
large matrix of term-document association data arf@presented as a matrix.
construct a "semantic® space wherein terms and The next step is to complete orthogonal
documents that are closely associated are placad néecomposition matrix for selecting of it componeautsi
one another. Singular-value decomposition allowes thHignoring "noises”. Complete orthogonal decompositio
arrangement of the space to reflect the major &thee  Matrix A of size NxM by definition has the form A =
patterns in the data, and ignore the smaller, le$4<V'. Here U and V are orthogonal matrices of size
important influences. As a result, terms that dist n NXN and MxM respectively, and K is a matrix of size
actually appear in a document may still end upeckos ) . (w0
the document, if that is consistent with the majoNXM. which has the following structure';‘(-(o Oj’
patterns of association in the data. Position exgpace

ther_1 selrves as :jhe bnew k_'nd c::‘ seman'ug indexind, Athe original matrix A. The most famous of orthogbna
retneya proceeds by using the terms in a que_ry_té)ecompositions is the singular decomposition offorf
identify a point in the space, and documents in |t/§\:USVT, where S is a diagonal matrix composed of

neighborhood are returned to the user [22]. zeros and located on the diagonal of singular wabfe
The following steps are needed to implement thﬁmtrix A [26]

latent semantic analysis:

1. Excluding of stop symbols.

2. Stemming process.

3. Building of table of word usage.

4. Orthogonal decomposition of created table as
matrix.

I mplementation

where W is a matrix of size KxK, where K is a rasfk

In the next step we reject the last column of matri
A and the last rows of matrix Vby leaving only the
first 2. It is important that optimal results ofetmext
multiplication are guaranteed. The decomposition of
this type is called the two-dimensional singular
decomposition [27].

145



Vnpasninnus pozsumkom ckraonux cucmem (20 — 2014) ISSN 2219-5300

The resulting matrix without "noises" will be analysis provides the ability to achive this goal b
received after the product of two-dimensional ntatsi implementing two core functions of the data analyze
U, S, V. There is a possibility to determine semantic
correlation between documents after receiving ahsu
matrix. The Spearman rank correlation between the
columns of the matrix can be used as one of therii
of correlation. The larger the value obtained after N )
correlation, the greater the semantic similaritptgen <=2, | Decomposition of articles
documents. The maximum correlation value can be e e, according to specifiedist of
(documents are identical in meaning), and minimal — eyh thesauns | categories
(completely different documents in meaning). Thaeno NS thesauruy |
words in the document, the more accurate resuttdea

Data analyzer

article

categoryl, thesaurus| _

category3

obtained [27] original article
. articlel
Conclusions s a2
] ) ] » Finding for a given item other
Basing on the above-described algorithm of latent- _artickes related articles of the set articled
semantic analysis we can identify the data requiced articled
analyzer as an input for receiving expected result. 2
As for its first function, namely the distributiaf
articles by category, you need to get as an input a
actual article and thesaurus of categories. Thenmga Fig. 3 The example analyzer's data input and output
of thesaurus refers to keywords of each categary (f
example, if as categories is a list of specialtié, The whole information-analytical —system’s

thesaurus can be a passport of each specialty)datae structure is tightly coupled, but at the same teaeh of
analyzer will compare the article with all thesa®@s jts components executes functions specific onlyitto
during executing of this function and will return arelying on the output from other components. Thersy
category as an output, thesaurus of which is moghn work offline using only local data from the

semantically similar to the publication. database. It is a great advantage, but at the taradt
To perform the second function, such as findingequires big amount of local memory space.
similar articles, it is needed to give the origiadicle to The most simple and widely used approach to

the input of analyzer, set of items for compariaad an  reduce complexitiy of the information-analyticaksm,
amount of related articles that will be receivedtlrsd especia”y of the data ana|yser Component, is mm of
output. It is proposed to provide only sets ofci8 the unique identificator for each author from Ukeai
from the same category, from which is original @& This solution will help to dispose time that wik Ispent

to save the calculation time. _ on decomposition of articles between scientist$ e
The example of such functions executions by thgame SNP. This approach can be implemented irtside t
analyzer is shown on Fig. 3. database of the proposed information-analyticatesys

The data analyzer is the core element of thgasing on some local identificators for each autirdhe
proposed information-analytical system. The ma® itsystem can use already created identificators dtoas
drawback is dependency on a user, which should@ontpy Ministry of Education. The drawback of the seton
analyzer's work. The inability to abandon thissolution is that such identificators are not widesed by
dependency sets a goal to reduce user interactitn Wihe authors from Ukraine.
the analyzer to minimum. The usage of latent seimant
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