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FOR DEVELOPING ERP SOLUTIONS

Abstract. Choosing a service-oriented architecture for modern software applications provides a wide range
of significant advantages that directly affect the quality, reliability, and sustainability of information
systems. Among the key benefits of this architectural approach are simplified system maintenance,
improved fault tolerance, increased reliability, accelerated development cycles, and enhanced flexibility of
software solutions in response to changing business and technological requirements. By decomposing an
application into independent services with clearly defined responsibilities and interfaces, service-oriented
architecture enables teams to develop, deploy, and scale system components more efficiently and with lower
operational risks. Despite its advantages, the implementation of a service-oriented architecture is
associated with a number of challenges and potential issues. These include increased system complexity,
difficulties in coordinating interactions between distributed services, latency in inter-service
communication, and the need for reliable mechanisms to ensure data consistency and fault handling.
Without proper architectural support, such systems may become difficult to manage, debug, and extend.
The purpose of the work is to reveal the specifics of using event generation and processing mechanisms,
which allow services to interact asynchronously and respond to changes in the system state in a timely and
controlled manner. Experience with asynchronous and event-driven architectural approaches
demonstrates that the application of well-established architectural patterns makes it possible to design
software systems that operate smoothly even under high load and in dynamic execution environments.
Event-based interaction models reduce tight coupling between services, enabling them to evolve
independently and improving the overall resilience of the system. This approach also supports better
scalability, as system components can be replicated or redistributed without significant changes to the core
architecture. Furthermore, asynchronous service-oriented architectures provide favorable conditions for
the incremental extension of system functionality. New services, business processes, or integration
components can be added without disrupting existing system operations, which is particularly important in
long-term software projects with evolving requirements. The use of standardized communication protocols,
message brokers, and event generators ensures consistency, reliability, and transparency of interactions
across the system. The results of the analysis confirm that the combination of service-oriented architecture
principles with asynchronous event-driven mechanisms forms a robust foundation for building scalable,
adaptable, and maintainable software applications. Such an architectural approach allows developers to
balance system complexity with flexibility, ensuring high software quality and long-term effectiveness in
rapidly changing technological environments.

Keywords: software architecture; modification, extensibility, scalability, software quality; system
development architecture
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Introduction

Choosing a service-oriented architecture (SOA) for
modern software applications provides a number of
significant advantages, including simplified maintenance,
increased reliability, accelerated development cycles,
and improved flexibility of software systems in response
to changing requirements. A well-designed architecture
allows developers to decompose complex systems into
independent  services  with  clearly  defined
responsibilities, which facilitates parallel development
and improves overall system stability [1; 5; 8 — 10].

At the same time, the implementation of service-
oriented architectures is accompanied by a number of
challenges and potential problems related to the
coordination of distributed components, management of
asynchronous interactions, and ensuring data
consistency. These challenges can be effectively
addressed through the use of appropriate event generators
and orchestration mechanisms. Practical experience with
asynchronous and event-driven architectures shows that,
by applying proven architectural patterns, it is possible to
design software applications that operate smoothly, are
easily scalable, and allow new functions or business
processes to be added without excessive effort or
architectural restructuring [2; 5].

Objective of the work
The concept of service-oriented architecture

Today, a popular architectural approach for
developing software applications based on individual
modules is service-oriented architecture (SOA).

Synchronous SOA assumes that the system sends a
request and expects an immediate response, so in this
case, communication between services does not require
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move on to other tasks without waiting for a response.

Asynchronous SOA assumes that each service is
autonomous and performs a separate task. In such an
architecture, the interaction between services does not
require an immediate response, which allows the client to
send a request and continue other tasks without waiting
for an instant response. For example, when developing an
application for forming an educational trajectory, after
forming one request, the user can continue to view
resources or make other requests without waiting for the
previous request to be formed and played back. When the
request is processed, the user will receive a notification
(Fig. 1) [6 — 10]. This ability to send a request and receive
a response at an indefinite time is a characteristic feature
of asynchronous SOA.

Summary of the main material

Challenges in implementing asynchronous service-
oriented architecture

Developing asynchronous service-oriented
architectures comes with a number of potential
challenges.

Managing the state of each individual process. It
can be difficult to track and manage the state of each
individual process. After placing a request, it goes
through various stages: confirmation, preparation,
educational service, preparation, delivery. Each of these
stages is an independent event, and some of them can
occur simultaneously.

Accurately managing the state of each event in such
distributed processes is a difficult task. For example, if
the program shows that the request is only confirmed,
when in fact it is already ready to ship, this can lead to
confusion and customer user.
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Figure 1 — Synchronous and asynchronous architectural patterns for building software applications by individual modules
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The image below is an example of what the
architecture of such event-driven software might look
like. Whenever an event occurs, it will trigger a new
operation. So, essentially, instead of a sequence of steps,
the system executes events X, Y, and Z separately,
without really understanding the sequence of steps that
occur (Fig. 2). [1; 4].

Fault tolerance and maintainability. If a request is
rejected during the work process or the system is not
notified of a new request, this may cause the entire
process to stop. Therefore, it is important to provide
effective error handling mechanisms that will increase
the reliability of the software. For example, the system
can retry a failed transaction or notify the user of the
problem and offer to return to the previous step.
Asynchronous systems are inherently complex. Over
time, as they develop and scale, this complexity only
increases. For example, if you want to add a priority
delivery feature for customers, a poorly designed system
may require significant changes to many components,
which will complicate the development and maintenance
process [2 — 5]. Maintaining maintainability means that
the system allows for easy changes, extensions, and
scaling without disrupting its operation and without
excessive effort.

To increase fault tolerance, various errors may
occur during the request processing process, such as
deviations in the formation of an educational trajectory
or a notification that the system did not receive the
request. Orchestrators have built-in mechanisms to

automatically retry failed operations or apply alternative
strategies, allowing the system to continue operating
without disruption. For example, in the event of a
problem with the lighting system the orchestrator can
configure the number of retries and the intervals between
them, ensuring flexibility and reliability of the process.

System tracing and monitoring. An educational
environment system such as Uber Eats involves many
components: the client application, lighting system and
back-end services. Tracing a specific process or
identifying performance bottlenecks can be a difficult
task. For example, if a client reports that they have not
received their trajectory, although the application shows
that it has been formed, without proper monitoring it is
difficult to determine at what stage the error occurred -
processing and formation of the request. [3, 5]. In the
diagram we saw a system that was completely event-
driven, now orchestrators take care of the sequencing of
all events.

The Role of Orchestration in Solving Asynchronous
SOA Problems. Orchestration is a key element in
ensuring the efficiency, reliability, and scalability of
asynchronous service-oriented architectures. It acts as a
central coordinator that manages all processes, similar to
a conductor ensuring the smooth operation of an
orchestra (Fig. 3) [3; 5].

Whereas in the previous diagram we saw a system
that was completely event-driven, now orchestrators take
care of the sequence of all events.
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Figure 2 — Basic Authentication flow of JWT [1; 4]
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Figure 3 — Architecture Orchestrators take care of the sequence of all events [3; 5]

Sequence management Advanced system
monitoring capabilities

In complex systems such as educational platforms,
an order goes through various stages: confirmation,
preparation, and delivery. Without proper control of the
sequence of these stages, situations can arise when events
are performed in the wrong order, leading to confusion
and customer dissatisfaction. Orchestrators use
predefined workflows that clearly define the order and
dependencies between tasks, ensuring consistency and
accuracy of information for all participants in the
process.

In multi-component systems such as educational
services, it is important to be able to track the status of
each process. Orchestrators provide tools for detailed
monitoring and tracing, which allows teams to quickly
identify and fix problem areas. This provides
transparency of processes and helps increase overall
software efficiency.

There are several popular orchestration tools, each
of which has its own features:

1. Apache Airflow. A flexible open-source
orchestrator where tasks and their sequence are described
in Python. Suitable for data processing tasks and
scenarios with frequent workflow changes.

2. Argo. A native Kubernetes orchestrator
designed for cloud environments. Each workflow step is
executed in a separate container, providing flexibility and
fault tolerance.

3. Temporal. A simple and reliable open-source
orchestrator that supports multiple programming
languages. Useful for complex business logic with many
branches and built-in failure handling.

4. AWS Step Functions. A managed orchestrator
from Amazon Web Services that simplifies the
orchestration of complex multi-stage applications using
visual workflows and easily integrates with other AWS
services.

Embedded ERP solutions
in system development

Changes occurring both in the economic life of the
country and in the higher education system could not but
affect the requirements that are imposed on the
information system of a modern Russian higher
education institution.

Changes taking place both in the economic life of
the country and in the system of higher education
institutions could not but affect the requirements for the
information system of a modern Russian higher
education institution.

The time of information systems, the sole task of
which was the automation of the operational activities of
functional units of higher education institutions, is a thing
of the past. Such an approach, when the tasks of building
an information system were formulated mainly by
specialists in the field of information technology, cannot
provide the management of higher education institutions
with an effective tool for making management decisions
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and ensure effective management of higher education
institutions as a whole, relying not only on internal data
of higher education institutions, but also on information
available from external sources.

The purpose of the “Project Preparation” phase is
preliminary planning and preparation of the software
implementation project. ASAP contains numerous tools,
such as: “how to do something” instructions,
questionnaires, templates and checklists that save time
and ultimately project costs. ASAP contains a detailed
project plan, including task descriptions that explain in
detail how to complete a specific task. The ASAP project
plan gives an advantage during implementation and
ensures that all important tasks are included in the plan.
The management of higher education institutions
implementing the system will be assisted in conducting
all necessary checks in accordance with the provisions of
the project plan, as well as in the development of project
standards.

The purpose of the “Conceptual Design” phase is to
collect requirements for the system’s business processes
that are necessary to support the management tasks of a
specific HEI. The “Conceptual Design” phase completes
the definition of the scope of the software
implementation project [1 — 5].

This phase also includes the installation of software
and the installation of development equipment. At this
stage, in most cases, serious shortcomings in the
organization of the work of a number of departments are
revealed, especially in those processes where interaction
with other departments occurs:

— Lack of process implementation regulations and
responsibility for the final result.

— A number of functions are duplicated in several
departments, which is often the main source of data
inconsistency.

— Many logically related functions are performed
in different units, and, conversely, a number of units
perform functions that are not inherent to them.

Conclusions

1. A correctly selected orchestration tool helps
create stable, scalable and easy-to-maintain applications.
The choice of a suitable orchestrator depends on the
specifics of the tasks, scalability requirements and
integration with the existing infrastructure.

2. Orchestrators provide a clear structure of
which understanding
modification of the software. As the system develops,

workflows, simplifies and
there is a need to make changes or add new functions.
This allows you to quickly adapt to new requirements
without the risk of disrupting the operation of other
components, ensuring flexibility and scalability of the
architecture.

3. By abstracting the complexity of asynchronous
processes, orchestrators allow developers to focus on the
business logic and core functionality of applications. This
reduces development and time-to-market by reducing the
burden of infrastructure management and error handling.
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Hayionanenuii ynieepcumem 6iopecypcia i npupoooxopucmyeanns Yxpainu, Kuig

APXITEKTYPHI TABJIOHH 13 BBYJOBAHOIO METOAOJIOI'IEIO PO3POBKHU ERP-PIINIEHD

Anomauia. Bubip cepgic-opicnmosanoi apximexmypu (SOA) Ons cyuacnux npozpamuux cucmem 3abes3neyye cymmesi
nepesacu y saxocmi, nadiinocmi ma cmarocmi I13. Knouosumu nepegacamu € cnpoujene 00CIY208Y8aAHHA, GUCOKA
8IOMOBOCMINKICIb, NPUCKOPEHHS PO3POOKU ma adanmueHicmy 00 3MiH Oiznec-eumoz. [lekomno3uyiss 000amxa HA He3anNedHCHi
cepsicu 3 uimkumu inmepgelicamu 00360153€ eQHeKMUEHO MACUMadyeamuy KOMROHEHMU mMa MIHIMI3Y8amu OnepayitiHi pusuKi.
Pasom 3 mum, enposadxcenns SOA cynpogooxcyemvcsa CKIAOHICIIO KOOPOUHAYIi pO3NOOINeHUx cepeicie, 3ampumxamu 8
KOMYHIKayisax ma nompe6or y HAOIlHUX Mexanizmax yseoodicenocmi oanux. be3 manescnoi apximexmyproi niompumxu maxi
cucmemu cmawms CKIAOHUMU O KePYy8aHHA Ma HANa200xceHHA. Memow pobomu € 00cnioxcenus cheyuiku mexauismie
eenepayii ma 06pobxu noodiil, wo 3abe3neuyioms ACUHXPOHHY 83AEMOOII0 CepBiCi@ i KOHMPOILOBAHY PeaKyilo HA 3MIHU CMAaHy
cucmemu. 3acmocysants nepesipenux nooic6o-opieHMOBAHUX NAMEPHIE8 003605€ NPOECKMYBAMU CUCMEMU, CIMIUKI 00 BUCOKUX
Hasanmasicenv. Mooeni 83aemo0ii Ha ocHO8i noodill 3MeHuyIomb 36'A3HICb CePeici8, CNPUAIOYU X HE3ANEHCHOMY PO3BUMKY Ma
macwmabosanocmi  6e3  padukanvhux smin  cmpykmypu. Acunxponni SOA-piwenns maxooic cmeopioioms yMosu O
IHKPEMEHMANbHO20 POSUUPEHHS DYHKYIOHALY 6e3 3YNUHKU ICHYIOUUX NPOYECis, WO KPUMUUHO Ol 00820CMPOKOBUX NPOECKMIS.
Buxopucmanns 6poxepis nogioomnens i cmaHoapmu308aHUX NPOMOKONIE 2apanmye HAOIUHICMb ma npo30picmb 63A€MOOI.
Pesynomamu ananizy niomeepoicyioms, ujo noeonans npunyunie SOA 3 ACUNXPOHHUMU MEXAHIZMAMU € HAOTUHUM DYHOAMEHMOM
Ol CMBOpeHHA a0anmueno20 ma AKicHo2o 113 y OuHamiuHomMy mexHon02iuHoOMYy cepedosuLyi.
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